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ABSTRACT- On January 3, 2020, Chinese health 

officials discovered a pneumonia outbreak in the Chinese 

city of Wuhan. The virus swiftly spread to most countries, 

infecting a substantial portion of the population. On 

September 28, 2020, about a million deaths were reported 

worldwide. The virus is typically transmitted through 

coughing or sneezing on others. Because there is no 

effective vaccine, the majority of governments have 

enforced lockdowns to slow the virus's spread. Other 
preventive measures, such as travel bans, social isolation, 

hand hygiene, and the use of face masks, were critical in 

restricting the virus's spread. However, it proved difficult 

to contain the virus, which had spread to over 200 nations 

with a population of over 7 billion people. Large data sets 

were acquired on a daily basis, and data analytics became 

critical for uncovering trends and establishing how the 

infection spread. Several studies have been conducted to 

develop a mathematical forecast for the pandemic since the 

disease's first cases in India. First examined with reference 

to India, these models differed significantly in their scope, 

underlying assumptions, and numerical forecasts. The 
objective of this research is to evaluate the predictive 

models' efficacy by comparing their forecasts with the 

actual number of new cases reported every day in India 

during the COVID-19 outbreak.  
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I.  INTRODUCTION 

In January 2020, a contagious viral illness was first 

identified in Wuhan, China. Owing to its extremely high 

transmission rate, the COVID-19 infection rapidly 

expanded to every nation on Earth [1]. Lockdowns and 

travel restrictions were swiftly implemented by several 

nations. Furthermore, hand cleanliness, social distancing, 

isolation, and face masks became standard procedures. 

There have been reports of deaths, an unusually high 

hospitalization rate, and global unrest. Hand sanitizers, 

face masks, and hospital beds were said to be in short 
supply. Finding the most effective means to distribute 

resources around the world is currently one of the largest 

issues. Data analytics have to be used to overcome these 

challenges. Authorities used analytical techniques to 
forecast patterns and possible trends, which allowed them 

to identify high-risk areas and implement control 

measures. 

Models for predicting daily new cases and deaths were 

developed using machine learning algorithms [2]. 

Numerous scholars have attempted to model this growing 

pandemic mathematically since the first instances occurred 

in India. Large discrepancies in the models' scope, 

assumptions, and numerical predictions, as well as the way 

the pandemic unfolded in India and the impact of different 

initiatives and health care services, were found during an 

initial review of these models [3]. A machine learning 
model is a program that analyzes previously recorded 

datasets to identify patterns or make conclusions. By using 

a sizable dataset to train, a machine learning model can 

easily carry out these tasks. The machine learning 

algorithm is tuned during training to identify specific 

patterns or outputs from the dataset, contingent on the task 

[4]. 

The goal of this study is to compare the number of new 

cases reported during the COVID-19 pandemic in India 

with predictions made by predictive algorithms. The 

findings of this study will allow authorities to put their 
trust in predictive algorithm forecasts in the future. 

II.  BACKGROUND 

The fundamental components of machine learning models 

are machine learning algorithms [5]. Data that is labeled, 

unlabeled, or mixed is used to train these algorithms [6]. A 

machine learning algorithm is a mathematical method for 

finding patterns in a collection of data. The process of 

optimizing a machine learning algorithm to find particular 

patterns or outputs by applying it to a dataset referred to as 
training data is called model training. Once trained, the 

model can make predictions and reason over data that 

hasn't been seen before [7]. 

Supervised learning, unsupervised learning, and 

reinforcement learning are the three categories into which 

machine learning approaches fall [8]. An algorithm is 

given an input dataset in supervised machine learning, after 

which it is rewarded or optimized to achieve a 

https://ijirem.org/


International Journal of Innovative Research in Engineering and Management (IJIREM)  

Innovative Research Publication                                                                                                                                                16 

 

predetermined set of outputs [9]. Unsupervised machine 

learning involves giving an algorithm an input dataset, 

training it to categorize objects based on shared properties 

rather than rewarding or optimizing it for certain outputs. 

Through a series of trial-and-error exercises, the algorithm 
is trained to become self-sufficient in reinforcement 

learning [10]. When an algorithm continuously engages 

with its surroundings instead of depending solely on 

training data, reinforcement learning takes place [11]. 

The process of manually creating a machine learning 

model requires a number of phases and requires knowledge 

of the relevant domain, mathematical skills, and computer 

science knowledge [12]. Automated machine learning 

helps organizations maximize the return on investment 

from data science while reducing time to value by utilizing 

the deeply entrenched expertise of data scientists without 
requiring them to devote time or money in building these 

skills themselves. Automated machine learning research 

includes a broad spectrum of tools and methods designed 

for both end users and researchers. Automated machine 

learning (ML) offers tools and platforms that make ML 

accessible 

to non-ML specialists, increase ML productivity, and 

hasten ML research [13].  

The field of automated machine learning, or AutoML, has 

been expanding recently and offers customers the ability to 

fully automate the construction of high-performance 

pipelines for classification or regression. In a variety of 
applications, autoML has been shown to automatically 

generate competitive and high-quality models, frequently 

surpassing manually tweaked models [14].  

Some of the automated machine learning models include 

AutoWEKA, Auto-sklearn and Auto-PyTorch. Many 

automated machine learning algorithms were employed to 

forecast future cases during the COVID-19 pandemic. 

While some models and their results were incredibly 

precise, others weren't. To determine how well these 

models predict and to make sure they are trustworthy, it is 

vital to examine their predictions and compare them with 
COVID-19 real data. 

III.  METHODS 

For analytics, we used data from Our World in Data, which 

can be found at the URL: 

hppts://ourworldindata.org/covidcases [15]. The 

information on daily confirmed cases, new fatalities, 

freshly provided vaccination, newly done COVID-19 tests, 

positive rate, reproduction rate, and stringency index was 

downloaded in CSV form. The data is compiled using 
Microsoft excel. We have considered using Auto TS 

library from python for this research.  

Automatic Time Series or Auto TS forecasting is a Python-

based automated machine learning library that was created 

to automate time series forecasting. Time series forecasting 

is the process of predicting future values of a measurable 

variable based on the current and historical time series 

[16].  
A time series is characterized by several mathematical 

models, each of which uses a particular set of parameters. 

Some of the models are ARIMA, GLS, UnivariateMotif, 

Theta, UnivariateRegression, FBProphet etc. We have 

considered ARIMA and PBProphet models for predicting 

new cases. The model is set to predict daily cases from 1st 

Jan 2022 till 31st Jan 2022. Post forecasting, we will 

compare the predictive model's forecast with the actuals 

recorded during COVID-19 pandemic in the month of Jan 

2022 in India. From the results we can determine the 

efficacy of predictive models forecasting ability. 

IV. THEORY 

A. Actuals 

Figure [1] shows the actuals recorded during COVID-19 in 
India in the month of January 2022. Figure [2] shows the 

visualization of the data set. Though the data set has 

information on different parameters, we have considered a 

few variables which are required for this research. This 

includes location, date, new cases, new deaths, 

reproduction rate, new tests, rositive rate, and new 

vaccinations. 

 

 

Figure 1: New cases - India - January 2022 
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Figure 2: COVID-19 Cases – India

B. Model Prediction 

After installing Anaconda, launch Jupyter Notebook, begin 
by importing the necessary Python libraries and dataset for 

the task. 

For this research, we have considered COVID-19 data 

recorded in India. A filter is added to set location as India. 

For training we have consider the data set with date range 

between 1st Jan 2021 and 31st Dec 2021. 

In the next step, we will install the AutoTS library and 

prepare the data set.  

 

We will define the model and pass the parameters in this 

phase. Some of the parameters are discussed below. 

 Forecast_length - Desired length of the prediction 

period. 

 Frequency - The training data's frequency (day, month, 

year, hour, minute, seconds) 

 Prediction interval - confidence intervals concept   

 Ensemble - It is the process of combining two or more 

models that have been trained using shared data to 

produce the desired outcome. 

 model_list - With the help of model_list, we can choose 

from a variety of alternatives to choose a pool of 

models to train on and can quickly identify which 

option is the best option among the others. 

 

 

 

 

 

 

#Install AutoTS  

!pip install autots 
 
#Prepare data set 
train = data[['date', 'new_cases']] 
train['new_cases'].iloc[0] = train['new_cases'].iloc[1] 
 
#Convert date format 
train['date'] = pd.to_datetime(train['date']) 

 
#Check for missing values 
train.isna().sum() 
 
#preprocessing data 
from sklearn.preprocessing import StandardScaler 
scaler_newcases = StandardScaler() 
scaler_newdeaths = StandardScaler() 
train['new_cases'] = 

scaler_newcases.fit_transform(train[['new_cases']]) 

#Import required packages 
import pandas as pd 
import numpy as np 
import matplotlib.pyplot as plt 
from autots import AutoTS 
import warnings 
warnings.filterwarnings('ignore') 

 
#Load CSV file 
data = pd.read_csv('../documents/owid-covid-data.csv') 

 

#Add filters 
data = data.loc[data['location'] ==  'India']  
 
data = data.loc[(data['date'] >= '2021-01-01') & 
(data['date'] < '2022-01-01')] 
\end{python} 
 

The data set is then visualized using python's 
Matplotlib  library. 
 
\begin{python} 
#Visualize data set required for this research 
fields = data[['date', 'new_cases']] 
fields.plot() 
plt.show() 
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This stage involves putting our data through several 

models and determining which one fits our data the best. 

The best model details will be published in print. 

 

Using the Matplotlib toolkit, forecasting and forecast 

visualization are created in this step 

 

V. RESULTS 

The total number of recorded cases in the month of Jan 

2022 is 64,63,636 cases and the predicted total number of 

cases is 65,86,338, with a residue of 1,22,702 cases.  

Figure [3] shows the charts model prediction results and 

the actuals recorded in India. From the charts we can 

conclude both the actuals and the prediction model shows a 
gradual increase in number of cases at the beginning of the 

month and the peak values are recorded a little before the 

end of the month. 

 

 

Figure 3: New cases recorded and Model forecasting 

Figure [4] shows the residuals. The part of the validation 

data that the model is unable to explain is represented as 

residuals. The residual for each observation is the 

difference between predicted values and observed values. 

The sum of residuals is 1,22,702 which is 1.86\% increase 

from the sum of actual COVID-19 cases recorded in India 

in the month of January 2022. From the figure it is clearly 

evident the model prediction is reliable and can be 

improved by enhancing the training process by feeding 

different sets of COVID-19 data.  

 

Figure 4: Residuals

forecast_newcases = 
scaler_newcases.inverse_transform(forecast_newcases) 
plt.figure(figsize=(12,5)) 
plt.plot(forecast_newcases,color='black', linestyle='dashed', 
linewidth = 1, marker='o', markerfacecolor='skyblue', 
markersize=10); 
plt.xlabel('Date')  
plt.ylabel('Number of cases')  

plt.title('India, COVID-19, New Cases')  
plt.show() 

#Fit The Model 
mod_newcases = mod_newcases.fit(train, date_col='date',  
                    value_col='new_cases', id_col=None) 

print(mod_newcases) 

model_list = ['ARIMA', 'FBProphet'] 
model = ['ARIMA', 'FBProphet'] 
 
#Create the Model 
mod_newcases = AutoTS( 
    forecast_length=31, 

    frequency='infer', 
    prediction_interval=0.9, 
    ensemble='all', 
    model_list=model, 
    max_generations=5, 
    num_validations=2, 
    validation_method='even', 
    n_jobs = -1 

) 
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VI. DISCUSSION 

Using multiple prediction models results in significant 

variations in the predictions. Particularly when employing 
a time series forecasting technique that is automatic. The 

variance can be attributed to the predictive capacity of the 

mathematical models, their construction methods, or the 

parameters that these models employ to forecast future 

occurrences. 

VII. CONCLUSION 

We can infer from this study that automatic time series 

forecasting models are trustworthy and can be used to 

anticipate future events. A few dependencies exist, 
including those on environment variables, configurations, 

libraries, frameworks, and data sources. These 

dependencies may reduce the predictive models' efficacy. 

We demand the employment of automatic time series 

prediction models to predict unexpected disasters before 

they occur, and we propose the creation of a uniform 

procedure for data collecting during pandemics. 
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